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Approximated Properties of the Modified
Periodogram for Stationary Time Series of Two
Vector Valued With Missed Data

A.l. EL- Desokey

Abstract -The asymptotic properties of the periodogram for stationary two vector valued time series with missed data is presented, and the

dispersion properties are investigated.
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1 INTRODUCTION

His paper is interested to investigate the asymptotic

moments of the modified Periodogram based on Data

window properties. Many authors as, D.R. Brillinger,
[1], EA Farag, MA Ghazal [2], [3], M. A. Ghazal, G.S.
Mokaddis, and A. El-Desokey [4], M. A. Ghazal, E. A. El-
Desokey,., and Alargt, M.A [5], [6], Ghazal, M. A., A. 1., El-
Desokey, and A. M. Ben Aros [7], studied the statistical
analysis of function of time series with missed observations
of discrete and continuous cases. The paper is organized as
follow, Section 1, Introduction, Section 2 we will study the
approximated properties of the modified periodogram for
two vector valued stationary time series with missed
observations, section 3 will study the dispersion of the
modified periodogram for two vector valued stationary time
series with missed observations.

2 THE AsYMPTOTIC PROPERTIES OF THE MODIFIED
PERIODOGRAM FOR Two VECTOR VALUED
STATIONARY TIME SERIES WITH MISSED
OBSERVATIONS

Letan (i+ j) two vector-valued stationary time series
) =[xt) vy’ 2.1)

t =0,£1,%2,...with X(t), i- vector-valued and y(t) ,j- vector-
valued. Let the series (2.1) is a strictly stationary (i+ j)

vector-valued time series with [XS( t) w,( t)]T ,s=12..1

,r=12,...,j, with existing moments as follows,

EX(t)=R, , Ey(t)=R,, (2.2)
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and the covariances

E{[X(t+0)-R IX()-R,I"}=R_(0)
E{X(t+0)= R Iy~ R, I }= Ry, (v), 23)
Efy(t+v)- R, Jy()-R,I"|=R,, (v),

the spectral densities are defined as,

fax(H) =(27)7! %Rxx(v) Exp(-ihv),

V=—00

oy (1) =(22)7 SR, (0) Expl-io), (2.4)

vV=—0

Fuu(h) =(22)" SR, (0) Expleihiv),

V=—00
for—o<h<oo,
From the previous we consider the following Assumption,

Assumption I. Let ﬂsz)(t),t eR, u:fi be bounded, and

vanishes fort >T_1/t<0, is called data window.
Then consider
T-1 k
Voo = 5| LA [Expl-in),
t=0[_s=1
for—oo < h < o0, and Ay B, = 1,2, 1
Consider,

da(lT) () is the discrete expanded finite Fourier transform
which is defined by
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Bernoulli sequence of random variables which satisfies assumption
II with mean zero, and let ﬂa (t), —0o<t<o, satisfies
Assumption II for @ =1,...,min (i, J), and let
-1 .
10 =[10 ()] =2z y P ) VT () (2.12)

where the bar denotes the complex conjugate. Then

fon (H) o, (W)
(T) 12
E|I{, (h)] a{fbu (h) B(hf,, (h)B(h)" }

T-1 12
d"(h) = {MZ(@&” (t))z} CO(h),-w<h<ow, (25
t=0

where,

t=0

C(T)(h) g
C(n)= { m(hj S AT (8)a™ (tExpl-ilo}, (2.6)

a,t)=0,M)z, () ,a=12,....,mn(i, j), (2.7)

O(T™) O(T~
Where, fa(t) is a Bernoulli sequence of random variable and + ( 71) ( 71) , (2.13)

. o(T) O(T)
satisfies
0 (8= 1 , ifXa(t),Yfa(t)are observed ; 0.8) Where, O(T_l) is uniform inh.
o ow iR )= R 201,
and 0, (t) satisfies |_P47/u1b2 (h— h)7b1a2 (h— h)I]AJ, (2.14)
Pl ()=1]=p,, +PYy,, (h+h)y,, (h+ A+ TN (h,7)
P[fa(t):()]:qa, (29) +O(T_1),
t
where, P, +0, =1, and AV )= (=) , te[0,T where,
T [ ] [faa (h) fab (h) }
has bounded variation and vanishes for all U outside [0,T], n= g - T
which is called data window function. fblaz () B(h) fa1a2 (WB(h) /
Theorem 2.1. Let o, (t)=/,(t)r,(t), a=12,..., min faa, (1) fap, (D)
(i, J) are missed observations on the stationary stochastic - fblaz (=h) B(h) falaz (~h)B()’
processes Xu (1), l//a(t) ,a=12,.,min(i, ]) and fa (t) is Proof.
Bernoulli sequence of random variables which satisfies (2.8), (2.9),
fen 100 =10 )=z D@ cO M 0| |
Ela, (1)} =0 10 E[I D)= Of x
R, (v) R, (v) M (£ )2 iht. +i
Covlex. (t)a (t 30 A)A7 () exp(-int, +int, )Ele, (e, t,)]
00{05,11( 1) OCaz( 2)} pa1u7 R (,0) B(Q)R (U)B(Q) :| 520
T-1
(211 =PmDOf x 3 A0 (t,)A7 t,) exp(—int, +iht,) x

Proof. The proof is omitted. bt,=0
Assumption IL Let X (t)is a strictly stationary time series X [COV(()[a (t), o, (t,)) + E(e, (t,))E(a, (tz))]/

whose moments exist. For each $=12,....k =1 and any k-tuple

a;,a,,...... ak we have
o VeV )| <0, k=23,

using (2.10) and (2.11) and let t, —t, =V,t, =1, and using
assumption I. then we have, ) ;Tb) (0) = O(T) and

~~~~~~ (h) o (1)
vl,....,vk,1 , Ell (M) h &a a1 2

here, 1 m)=r { f,..(h) BT, (NB(H) }
Ra1 ...... ay (vl,....,kal):cum{Xal (t+V1),Xa1 (t+V2)"“"Xak (t) 1 O(l) O(l)

s (@) 8, =120 1,V vt e Rk = 23,.) see [1]. + PabO(T ) O(l) O(l)

Theorem 22. Let o, (t)=/,(t)r,(t),a=12,.., min
(i, j) are missed observations on the stationary stochastic
processes X , (1), w, (t) ,a=212,...,min(i, J) and £, (t) is
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_ P falaz (h) falbz (h)
Tl £ (h) BT, (BM)T |

+{O(T ) O(T-l)}
oT™h) o/

and,

CoV[1 ) (). 15 ()] = oy @ vy, )
CovicI (T (-h), O (T ()}

= (22) R 08 ©O)f '

x {covic® (), () ICov{C” (—h), €7 () +
+{covicd (h),c (-h) [covic® (-h),c () +
+oum{c® (h),c (), (), (-h) |}
=DV +N +5)

where,
D =(27) 2R )8, O)f
V = ovlc® (h), ¢ () ICovic D (-h), c (-h) |},
N ={Covic™ (h), " (-7 covic (<h), cO () |}
s=cum{c™ (), C (-h), T (7),c D (7).
Now,
V = {Cov{c® (h),c () lcovie " (-h), c 0 () }
V=V, xV,
V, = Covic® (h), T (1)}
= SO )40 () exp(-int, +t,) x

t;,t,=0
{palaszx(tl—tz) PasRuy (6= 1,) }

P, R (i =15)  Paa BOIR, (t, —1,)B(N)" |

puttingt, —t, =Vv,,t, =t =1t =t+V,, and using
assumption L Then we have

h falaz (h) falbz (h)
Vi= 27zpa132 Vg, (h- h){ fb1a2 (h) B(h) falag (hB(h)’
. {0(1) 0(1)}

2.15)
0@ 0@

V, =Covic" (-h),C{" (1)

T-1
Z/lg) (tl)abl (t,) exp(iht,),
-0
T4

Zig) (t))ex,, (t,) exp(int,)

t,=0
T-1
= Y A () A (t,) exp(iht, —int,) x

ty,1,=0
y { pblbz Rxx (tl - tz) pblbz qu/ (tl - tz) }

pb1b2 Rx//x (t1 - tz) pblbz B(h) Rxx (tl - tz ) B(h)T

=Cov

puttingt, —t, =Vv,,{, =t =1, =1 +V,. Then we have
V, =27y, Vo, (=h+n)x
) { () T (h) } o0 o)
foe, (1) B() T, (-N)B(N)" | |O@1) O)
(2.16)

N ={Cov{c™ (h),C{" (~h) [covic D (-h),c () }}
N =N, xN,
N, =Covic™ (h), " (-7)}

T-1

> A0 (t)a, (t,) exp(—iht,),
t,=0
T4

Z /Ig) (t, )Olb2 (t,) exp(int,)

1,=0

N, = Cov

T-1
= Zﬂ'g) (tl)ﬂvg) (t,) exp(—iht, —int,)x
t,.t,=0
y palb2 Rxx (tl _tZ) palb2 Rxn// (tl _tz)
Pap, Rt =) Py, BR, (& —1,)B(N)" |
puttingt, —t, =V,,t, =t =1, =t +V,. Then we have
Ny =27 Do, 7o, (N+71)

} {falaz(m f,o () Hoa) 0(1)}

| ... () BM,, MBM) | |ow o
(2.17)

N, = Covic” (-h),cT ()
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Ny=dnp (o e B,
27Dy T, fblaz(_h) B(h)ﬁw(— )B(h)!
o o)

+{om 0(1)]’ o

s = cumfc® (h), € (-h), €7 (1), CO ()}

741
= Z/Ig) (tl)ig) (tz)lgz) (ts)/lg) (t,) exp(-iht,) x

t,ty,ty,t,=0
x exp(iht, ) exp(—ift,) exp(int,) x
x Coviar,, (4), o, (1), &, (8), @, (1) §
= Papa, @0 F,_ (A, @ ©0)+0@)

where,

a

T-1
Y o, (0) = DA (t+ V) AT (£ 4+v,) AT (t+v,) AT (1),
t=0

now,

Coult ) (h), 17 (h)|= DV + N +5)
= D{(V, xV,)+(N, x N, )+ S}

R AN O OF

X {(272' Paa,” aa, (h—=n)xn+ O)x
X272 Py, Vi, (N + 7)< A+ O)+
+1\27 Pap, Vap, (N+7) <1+ O)x
X (27r Poa, Vo, (N —7)x A+ O)+

(P @D (b)) <0)+0(1)j},

aag @by @ay oy, aybyazh,
where,

~ falaz (h) falbz(h)
T, () BM)f,, (WBM)T |

_ fala2 (_h) falbz (_h)
‘[f% (-h) B(h)f,,, (—h)B(h)T}’
O_[oa) 0(1)}

01 OQ)
then, '
Co[ID (), 15 ()] = (22) 2D )y (O] x

X [(277)2 Paa, Pop, 7 aa, (h— 7/Ll)7/blb2 (—h+7)nA+

+(27)? Pap, Poa, Zas, (N+ 7)1, (——T)7A|+

_ -1
+(27) D077 (0] xOx

X[27 Dy, Van, (N— 1) A+ 27 Py Y, (“N+ )17 +
+ 277 Paa, VY, M=) A+ 27 Py 7 (~h+ )]+

+ @) R O Of x
< @) P ..., (17, O OO |+

_ -1
+@0 ROy f o7 +07]
=K, +K, +K; +K, 2.19)
From the bounded of ﬂg) (t), we have ]/g) (0) = O(T )
and j/ggd (0) = O(T) A, min( i, j) ,and

f (h,—h,7)is bounded by a constant H ,

aalablaazabz
a,,b =1, mn(i,j),i=1..k,N7% €R, then,

Ke =O(T ) +0O(T #)=0(T")
Also,

Ky =(22) 250 070 0] '[0? +0?]
=20 2R Oy ) %0
= (27)*{0(T)0(T)} " %O
= O(T ’2) x0 = O(T 2){0(1) O(l):|

oW oW

o(T?) O ?)
) {ow) ochJ’

using K5, K, into (2.19). Then,

Cov[1D (), 150 ()] = §rD )y (O
%|(Paa Po, Vaa, (= 1), (N—T)A

+ Pap, Pos, Zap, (N+7)750 (N+70)A|
+T NG, (W) +O(T ),

where there exists any constant N such that,
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- ™
TN, (1)<

Wy, (=) + [, (=)
Then the proof is obtained.

3 THE DISPERSION FOR THE MODIFIED PERIODOGRAM
FOR Two VECTOR VALUED STATIONARY TIME SERIES
WITH MISSED OBSERVATIONS.

In this section we will study the dispersion for the
modified periodogram for two vector valued stationary time
series with missed observations by the following corollaries.

Corollary 3.1. Suppose that o, (t) = ¢, ()7, (t), a=12,..,

min( i, j) are missed observations on the strictly stationary
discrete stochastic processes which satisfies assumption 1I with
mean zero, let ﬂa (t),—oo<t<oo, andlet

1O =10 M=z DO e mch M),

then,
f. (h) fap, (N)
ENY ] p,,,| (B

as T —>o00, a,b=1...,min(i, j), heR.
Proof.

From (2.13) and by taking the limits for both sides then
the proof comes directly by using the given constraints.

In Corollary (2.2) below we use of the Kroncker delta
function which is given by

1,if h=0

o) = , (3.1)
0, ow

which is dependence of |(T) (h) and|(T) (n),a

1,2,...,min(i, j) =

™ (h)
,a,b=12,..., min(r, S) , heR fall
off. By using the limit, theorem (2.2) becomes:

. K, h,h € R is seen to fall off as

the function Vab

Now, whenh+7%#0,h,% € R, for some constants F, and
the bounded of f_ (h)a,b=12, .., min(i, j),heR
then taking the modulus for both sides of (2.19) and using

theorem (2.1), we have Ath+7 =0, using assumption (1),
then we get from (2.14), and using the limit, then,

oy (1) + 7o M)}

Corollary 3.2. For all h,7i € R and under the constraints of
theorem (2.2) then,

Coo|I") (), 1) ()| = P*@(h —h)nA +
+P*O(h+h)BnA+O(T™),

Lim Cov[l S, (h)]:

Towo e
_[P*O(h-n)nA+PO(h+h)nA if h£72=0
o if h+h =0
Proof.

Cov[1 D (h), 1) (1) |= P“©(h—R)nA+P*®(h + R)nA

‘COV[I D). 15 @] < 7D ©f

2l u, ze 2l,u, 2F2
Isin( h + h)/2| [sin(h—17)/2|
T2 2N, ()| + (T )

by using corollary (2.1) we get COV[ () (h), I ;Tb) (h)] -0

as T — 00, the proof is obtained.

In the case of N+7/ =0 then the previous corollary
indicates the following one.
Corollary 3.3 Using theorem (2.2) and corollary (3.2) then we
have,

Lim D1’ (h)] =

T
{P“@(h—h)nA ifh=n=¢=%0
P‘O(h—n)npA+P*Oh+n)pA ifh=h=¢=0
Proof.
Leth=1=¢,{eR,a =a,=a,b =h, =b,
a,b=12,..,min(i, ) into corollary (3.2), we get
Lim D1 (h)] = P*O(¢ - O)nA+PO(S +)nA

T—w

whené/_ ,then, Lim D[I'}’(h)] = P*nA+P*nA.
T—o

Hence the proof is obtained.
4 CONCLUSION

It is clear from the study that the properties of the modified
periodogram for stationary time series of two vector valued
with missed observations are approximately the same
properties to the classical one, which will lead to apply in
many important fields such as economy, astronomy, and
medicine.
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